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Abstract: With terahertz time-domain spectroscopy, hyperspectral images can be acquired where each pixel 

contains a full spectrum of the range of several terahertz (THz). An enormous amount of data is generated. 

Therefore, advanced methods for automated data analysis and image processing are required. We present a 

wavelet-based approach for channel reduction and feature selection for a subsequent clustering leading to an 

image segmentation. The main focus of our method is set on the appropriate dimensionality reduction adapted to 

the THz spectral characteristics of the samples under investigation. A feature reduction to less than 5% is 

achieved, thereby enabling a channel-wise image processing on the reduced data set. Furthermore, unsupervised 
classification is chosen for an automatized segmentation including all channel information represented in the 

wavelet domain. Relevant characteristics of the THz spectra are preserved by our feature selection, in particular 

the distribution of the peak position and peak depth. The proposed method for channel reduction is verified by 

extensive simulations at first. Finally, it is demonstrated on various real-world measurements of chemical 

compounds. The improved performance of the analysis on the reduced feature set could be shown in comparison 

with the evaluation on the full data set. 
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1. Introduction 

In terahertz time-domain spectroscopy (THz-TDS) femto-second laser pulses are used to 

probe material properties in the terahertz (THz) range. A spectrum of broad bandwidth – 

about 100 GHz up to 3 THz or more – is acquired. Within this frequency band, chemical 

compounds have characteristic absorption lines. THz-TDS is particularly useful for 

non-destructive testing and security control [1]. Using measurements of broad bandwidth not 

only for one-dimensional data analysis but rather for imaging has become increasingly 

popular in the last years. Regarding multiple channels for imaging – so-called hyperspectral 

imaging – has been a topic in ultrasonic and infrared imaging already [2] and is especially 

important in THz imaging as the number of channels is even higher.   

Every pixel of such an image represents a spectrum consisting of hundreds of values. Due 

to this high dimensionality, image processing and interpretation can be difficult. In addition, 

some of this information is redundant and noisy. Therefore, we propose to apply a 

wavelet-based feature selection. Wavelets are particularly suitable for THz spectra because of 

their shape being similar to the shape of the characteristic peaks and the efficiency with which 

they can be calculated. By this method we can reduce the number of features from over 500 

down to under 20.   

To further process hyperspectral imaging data, researchers of that area, such as [3,4,5] use 

classification. Typical feature selection algorithms in classification are aimed at optimizing 
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the classification result. They are usually based on entropy values of a specific dataset [6,7]. 

In contrast to that, the suggested wavelet-based feature selection method is applicable on 

arbitrary THz spectra of chemicals. This allows incremental data acquisition.  

To prove the validity of these methods we will present an extensive simulation scheme of 

spectra that have the same characteristic peaks as well as the same noise as THz spectra. One 

thereby can compare different feature sets and theoretically prove the adequacy of the method. 

We then apply the proposed feature selection on real-world measurements of 5 different 

chemical compounds. For automatic data organization in this paper two different hierarchical 

clustering methods are used.   

To illustrate the necessity of feature selection we further employ a typical 2D image 

processing filter – anisotropic diffusion – on the wavelet feature channels of the real-world 

measurements. Such channel-wise image processing is not feasible on the full number of 

channels. It nevertheless is recommendable because it leads to a noise reduction based on the 

neighborhood information of each pixel and not only on the spectral information. 

 

2. Methods 

Classification is often applied for the interpretation of hyperspectral images. In this section 

the general functionality of the classification utilized here – hierarchical unsupervised 

classification – will be explained, as will be the classical approaches on feature selection. 

Thereby the proposed feature selection method is embedded into the methods currently in use 

 

2.1 Unsupervised classification 

To be able to automatically group new measurements without the necessity of labeling data 

beforehand, we use unsupervised classification also known as clustering where no training 

data is needed. Instead, these methods are based on distances between the given data and 

classify it by maximizing the interclass distance and minimizing the intraclass distance. There 

is a broad variety of clustering algorithms. We will utilize an agglomerative hierarchical 

clustering. We engage two different distance measures and cluster updating functions. 

Hierarchical clustering in general has the advantage of needing no input parameters and being 

very flexible in the possibilities of data analysis. Because the focus of this paper lies on the 

validity of the feature selection proposed, we refer the reader to [7] or [8] for further 

information about clustering.  

 

2.2 Feature Selection 

Working with extremely high dimensional data, as given in case of a spectral data set, may 

result in high computational costs. Furthermore we have to face the so-called “curse of 

dimensionality”, as the number of samples in relation to the number of features is very low. 

Therefore, researchers perform dimensionality reduction or feature selection where either a 

subset or a transform of the original features is chosen for the clustering process.  

Although this topic is not new, typical feature selection algorithms in use are based on 

optimizing the entropy of either the features themselves or the clustering outcome [9,10]. It is 

not possible to compare incrementally acquired data sets. Hence, we propose a method that 
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reduces the dimensionality independently of the respective measurement.  

2.3 Wavelet-Based Feature Selection 

The wavelet transformed has been applied in THz applications in different ways, e.g. for 

noise reduction in the signal domain [11] or for image processing [12]. In contrast to that we 

propose to apply it on the frequency domain spectra of each pixel for dimensionality 

reduction. Using wavelet coefficients for this purpose has been done before in other time 

series applications in combination with clustering [13,14]. In these cases, the most 

discriminating coefficients were used to represent the whole data set. A drawback of this 

method is that it is still based on a closed data set. To avoid this we propose to use coefficients 

of a fixed level as a transform of the original spectra.  

The wavelet transform of a time series consists in the loss-free decomposition of a signal. 

This decomposition depends on time as well as on frequency. The discrete wavelet transform 

of a signal can be calculated very efficiently due to the typical dyadic downsampling scheme 

used for that purpose. In this scheme the whole spectrum is iteratively filtered by the actual 

wavelet functions and a scaling function [15,16]. Therefore, coarse features already appear in 

low scales.  

The features we are looking for, are the peaks of the spectra that characterize different 

chemical compounds. In THz radiation of solids these peaks are about 100 GHz broad. With 

such broad characteristics, using only a small percentage of the original channels should 

suffice to preserve the relevant information.  

 

3. Simulation 

The information content of THz spectra is mainly encoded in the position and depth of the 

peaks. This information has to be preserved or even enhanced by a feature selection. Hence, 

we validate our proposed method with respect to the peak detection that can be achieved on a 

certain feature set. For this validation we simulate spectra that have characteristics of the 

same nature as the typical peaks. The simulation does not aim at the prediction of the spectra 

of specific compounds but rather at simulating a large number of THz spectra with a known 

ground truth. We will start by simulating the basic shape of the spectra, continue with noise 

considerations and then simulate the characteristic peaks.  

 

3.1 Basic Shape 

THz-TDS is based on pulsed THz systems where time-domain signals (pulses) are recorded. 

The pulse is proportional to the second derivative of a transient of electrical polarization [17]. 

To obtain the basic shape of a measurement, we therefore simulate the polarization transient. 

We thus gain the reference and the sample pulse and use both for calculating the transmittance 

spectrum. Fig. 1 shows example reference and sample basic shape. The figure illustrates how 

signal and spectrum can be calculated from that. The power and bandwidth of the spectrum 

are determined by the slope of the transient.  

 

3.2 Noise 

The next step is to include typical noise that appears in THz-TDS spectra in the simulation. 
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In this paper we only consider the signal noise and do not account for the influence of 

humidity and temperature because it strongly depends on the specific measurement situation.  

  

 

Fig.1 Upper left shows the polarization transients, upper right their second derivatives that are equivalent to the 

signals. The spectra at the bottom plot are the Fourier transforms of the signals. 

 

Fig.2 Upper plot shows the distribution of the blocked laser signal, the lower plot shows the histogram of the 

values.  

[18] showed that in THz-TDS the variance of the transmission modulus ( )   can be 

written as 
2 2( ) ( ) ( ) ( ) ( ) ( )A B C          

,where ( ) ( )A B  ,and ( )C   are 

coefficients depending on emitter, detector and shot noise respectively.   

The laser is a strong noise source in THz measurements and enters the THz setup through 

the antennas on the emitter and detector side. On the emitter side it is the dominant noise 

source during a THz pulse ([18], there called “emitter noise ”), however, we do not explicitly 

treat it in our study because it is present only during a very short period of time. With 
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sufficiently long waveforms as measured for spectroscopy, detector noise is increasingly 

important. It is also partly generated from laser noise but has other components particularly 

from electronic noise in the antenna and preamplifier. The relative intensity of these noise 

sources depends on the laser model, the antenna type, the current-to-voltage resistor in the 

first amplifier, and the modulator (“chopper”) frequency.  

  

Fig.3 Power spectral density of the blocked laser beam noise is shown. Its 1/f character can be seen.  

To determine the characteristics of this noise we have to take measurements with a blocked 

laser beam. As this is usually not taken separately, we consider the signal before the laser 

pulse of several reference measurements, i.e. measurements without a sample between emitter 

and detector. Fig. 2 shows the noise signal and its histogram. The shape suggests that the 

noise is normally distributed, with its mean and standard deviation as parameters. This 

assumption was verified with an x
2
-Test.  

In addition to the distribution we analyze the power spectral density. In Fig. 3 it can be seen 

that the density is not constant over the spectrum but declining with increasing frequency. 

This noise form is called 1/f-noise.  

This suggests that the laser may be the dominant noise source and therefore, the noise that 

shall be used in our simulation is 1/f noise with a Gaussian distribution.  

  

Fig.4 Logarithmic transmission amplitude of reference and sample’s basic shape with the 1/f noise added. 

We now add the noise to the simulated signals. The dynamic range of THz measurements is 

determined by the reference measurement normalized with the noise floor and typically 

moves in a range of 
310 [19]. We simulate the noise with respect to that and the result can be 

seen in Fig. 4.  
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3.3 Peaks 

  

Fig.5 Left hand side shows simulated spectra, Right hand side measured ones. On the top level reference and 

sample spectra can be seen while on the bottom level the transmittance is plotted. 

The goal of any feature selection applied to THz spectra is to preserve the differentiating 

information. That information mainly consists in the position and depth of the peaks. Hence, 

we will validate our proposed method with respect to that.  

To simulate the peaks, their typical shape has to be described first. THz measurements of 

solids show peaks of a width of around 100GHz. The depth varies greatly from an almost 

complete absorption up to only slight shifts from the background. The position of the peaks 

covers the whole bandwidth of the spectrum. In this paper we shall consider a bandwidth of 3 

THz and a dynamic range of 10
3
.   

In Fig. 5 on the left hand side a PABA spectrum and its reference spectrum can be seen, on 

the right hand side a simulated spectrum with the same number and position of peaks is 

shown. Below that, the respective transmittance spectra are plotted. This should serve as an 

illustration of the similarity of the simulated spectra with measured ones. The peak simulation 

is done using splines.  

 

4. Evaluation of the Method 

We now apply the wavelet decomposition proposed for dimensionality reduction. To 

illustrate why doing so is sensible, a plot of two different spectra of chemical compounds is 

shown in Fig. 6 on the top. The middle and the bottom graphs show the wavelet coefficients 

of level 4 and 5 (i.e. 32 and 16 coefficients respectively). Both are calculated with a 

Daubechies wavelet with a support of 20 points. Although the peaks, i.e. the characteristics of 
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the original spectrum, do not appear at the same position of the reduced feature sets, 

nevertheless in both sets of wavelet coefficients the two different compounds can be easily 

distinguished from each other. Looking at the 16 coefficients feature set in Fig. 6 makes visual 

differentiation even easier than using one of the other two feature sets.  

  

Fig.6 Top shows Simulation of spectra with four peaks, all with a width of about 100GHz. Middle and bottom 

show wavelet coefficients of fourth (32) and fifth (16) sub-sampling level. 

 
Fig.7 Schematic view of the different “spectra” that are being compared here. 

We now perform a systematic simulation of these spectra. As we create the spectra 

ourselves we know the ground truth of the two important features, namely the position and 

depth of each peak. Assuming the overall absorption of the spectrum to be constant, the ideal 

feature selection for a THz spectrum would consist in exactly these two features. Hence, one 

has to compare every proposed feature selection with this. In Fig. 7 we can see a schematic 

view of how the ground truth is used here. On the left hand side the sparse vector containing 

only 5 non zero values – indicating the respective peak positions and depth – is shown while 

the right hand side shows one filtered spectrum that could belong to these values.   

We validate the feature selection now by comparing the different feature sets with the 

ground truth: The distance matrix of the ideal features is represented by D. We compare it to 

the distances between the full spectra represented by Dsp and the distances between the 16- 
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and 32-dimensional wavelet representation Dwa16 and Dwa32.  

For the correlation analysis Pearson’s correlation coefficient [20] is used by calculating 

between each two columns Dsp (:, j) and D(:, j) :  

                     
( ) ( )

( ) ( )

( ) ( )( )( )

( 1)( )

i j j

j Sp j

j Sp j

i j j Sp Sp

i I
D D

D D

D D D D
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                           (1) 

where ( )jDs
  and ( )Sp j

Ds
  are the standard deviations of the j th column of the matrix D 

and Dsp respectively. Furthermore I={1,…,n}, where n is the number of channels. The 

accuracy measure is then defined as the mean correlation over all columns j Sp j
D DC

. For the 

wavelet coefficients, j Wa j
D DC

 is calculated analogously.   

For a good visualization of the result we simulate spectra with respect to the two different 

characteristics: firstly we simulate spectra with a different number of peaks and secondly with 

different depth of the peaks. In both cases we systematically simulate 20 different sets of 

features and each set of features appears in 5 simulated spectra. Thus every simulation 

consists of 100 simulated spectra and is then repeated 10 times. The results shown here are 

based on a total number of 1000 simulations each. 

   
(a) 95%-absorption spectra.       (b) 8-peak spectra.    

Fig. 8 Correlation analysis of Spectra with different features. 

Fig. 8 shows the correlation analysis of the simulation of spectra with different peak 

numbers. One can note that with less than 6 peaks the correlation declines notably. This can 

be explained by the fact that the more peaks are within a spectrum the less the idealized 

feature selection differs from the actual feature selection because of the vector becoming less 

sparse. Generally it can be seen, that the feature selection based on 16 wavelet coefficients is 

as highly or more highly correlated with the ideal one as the full spectrum is. Interestingly 

using 32 coefficients does not bring a further improvement to the result but presents 

consistently worse results. This might seem counter-intuitive at first. But as illustrated in Fig. 

6, using 16 coefficients, while suppressing some characteristics on the one hand, leads to a 

more distinct separation of the spectra on the other hand. This leads to a higher correlation 

with the ground truth. The latter only consists of the distances between the peak positions and 

depths and hence rewards feature sets that express a good separation rather than fine features.  
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In a next step we vary the depth of the peaks. In the above simulation the peaks were 

equally simulated to be of high absorption namely 95% of the actual value. We now use 

spectra with 8 peaks each and shift the depth of these peaks from 95% down to 15% 

absorption. Fig. 8 shows the result of this simulation. The lower the absorption, i.e. the more 

similar the peaks are to the actual spectrum, the less correlated the full spectrum and the 

wavelet coefficients are to the ground truth. One can note though, that for the lower peaks – 

meaning from 35% on – the reduced 16 feature vector detects the peaks better than the full 

spectrum does.  

 
           (a) Spectra of 5 different chemical compounds.         (b) Scheme for sample arrangement.    

Fig.9 Data set used for application. 

The results shown in Fig. 8 (a) and 8 (b) are based on a Daubechies10 wavelet feature 

selection. The same procedure was systematically repeated with different wavelets with 

different support size. Daubechies10 wavelets showed the highest correlation and are 

therefore used for the further application to real-world data.  

 

5. Application to Real-World Data 

The correlation analysis of the simulated spectra has proven the dimensionality reduction 

with 16 Daubechies 10 wavelet coefficients to be valid for THz spectra. That means that the 

important information namely the peak position and depth is preserved by this selection. We 

will now firstly practically undermine these theoretical findings by applying this feature 

selection to a real-world data set and compare clustering results of the different feature sets. 

Secondly we will show the advantage of having a thus reduced set of channels by 

demonstrating its potential in image processing.   

The data used for this purpose consists in an image put together from six 6x6 -pixel 

measurements of five different chemical compounds. Examples for each of these compounds 

can be seen in Fig. 9 (a) on the top level. Fig. 9 (b) shows how the measurements are put 
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together and what the ground truth looks like. The goal of a classification is to classify these 

compounds apart. The aim of image processing is to smooth within compound areas and to 

preserve the differences.  

 

5.1 Clustering 

Clustering is used to combine information from various feature channels. A successful 

feature selection should hence yield the same clustering result as beforehand.  

We use two different clustering techniques. One of them is classical complete link 

clustering which has a good noise resistance and can be easily used with an arbitrary distance 

measure. Therefore, we do not use the classical Euclidean distance here but a cosine distance 

measure that is invariant to scalar multiplications. This is advisable due to the vertical 

variance of the spectra. This phenomenon can be seen in the bottom plot of Fig. 9 (a). The 

other clustering method we use is Ward’s link clustering, which is very popular amongst 

researchers as a general homogeneity of the data partitioning is used as a clustering criteria. 

This homogeneity measure is based on the squared error, hence, the Euclidean distance 

measure is necessary.  

In Fig. 10 the result of the Ward’s link clustering is shown while Fig. 11 shows the cosine 

distance clustering. The first 7 clusters are visualized, each one represented by one color, i.e. 

if two pixels have the same color, the algorithm regards them as being in the same cluster. In 

Fig. 10 using 16 features yields the best result. While using 32 coefficients leads to 

over-classification within tartaric acid and under-classification within the other compounds, 

using the full spectra leads to misclassification altogether, e.g. within Glucose and ASS. In Fig. 

11 all methods can differentiate between the clusters well. Nevertheless the cosine distance 

measure in combination with the complete linkage clustering leads to a result where the full 

spectra perform slightly better than the reduced feature sets.  

  

Fig.10 Euclidean distance clustering with Ward’s linkage function. 
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Fig.11 Cosine distance clustering with complete linkage function. 

 

5.2 Image Processing 

One reason for feature selection is the improvement of the clustering result by avoiding the 

curse of dimensionality. Another is that with such a reduced set of channels, slice-wise image 

processing is possible. The clustering applied beforehand did only include spectral 

information into an image segmentation. But as we are coping with an imaging method, there 

is also spatial information that should be taken into consideration. With more than 500 

channels this is difficult whereas with only 16 an interpretable result can still be produced. In 

Fig. 12 the first 12 wavelet coefficients without any image processing are shown. In Fig 13 

the same channels are visualized after a Perona-Malik diffusion filter was applied to them. 

This filter is especially well applicable when smoothing on the one hand and edge preserving 

on the other hand is necessary. The result shows that this aim is served well in most channels 

and thereby the spatial information is well included. Further image processing is sensible and 

should be applied in future research steps. However by using such a general form of feature 

selection the possibility to do that is given.  

 

Fig.12 of the 16 wavelet channels of the example image 

 

Fig.13 Result of the edge-preserving smoothing of the channels  

 

6. Conclusions 

A wavelet-based feature selection was successfully applied on real-world hyperspectral 

data. The validity of this approach was verified by an extensive simulation of spectra of the 

same basic form and characteristics as THz transmittance spectra. Using a certain level of 

Daubechies10 wavelets has furthermore proven to outperform the usage of other wavelet 
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basis functions. The number of features could be reduced by 95%.   

To illustrate these findings, the method was applied to a number of THz imaging 

measurements of different chemical compounds. Hierarchical clustering was used to classify 

these compounds. The classification on the basis of the reduced feature set lead to a similar or 

even more clearly differentiating result as the classification based on the full spectra. The 

findings of a correlation analysis based on the simulated spectra are thereby confirmed. 

Furthermore, the advantage of the dimensionality reduction was illustrated by the application 

of a Perona-Malik smoothing filter to the reduced feature set.  

We conclude that using wavelet coefficients instead of the whole spectrum is an adequate 

method for dimensionality reduction in hyperspectral THz imaging. In addition the simulation 

of THz spectra is well applicable for the evaluation of feature selection methods and should 

be further used to improve the algorithms used for that purpose.  
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